ABSTRACT

Linear discriminant analysis (LDA) methods seek to find a projection vector (or discriminant) that yields optimal discrimination between distinct groups (or classes) of observations [1]. Among them, the most popular one is Fisher LDA [2]. The basic idea of Fisher LDA is to project all the samples into a lower dimensional space that maximizes the between-class separability while minimizing their within-class variability. However, Fisher’s method is vulnerable to outliers as it happens to other multivariate statistical methods [3].

To handle this, vast of efforts have been made on robust LDA in the last decades, mostly for binary classification. Early works focused on replacing sample mean vectors and pooled sample covariance matrix with their robust counterparts (normally called “plug-in method”) [4], [5]. Recent works paid more attentions on projection-pursuit (PP) approach, which is initiated in [6] and further developed in [7], [8]. In general, PP techniques search for low-dimensional projections of higher-dimensional data where an objective function called projection index (PI) is maximized [7]. Other relevant works for robust LDA attempt to optimize misclassification rate under worst-case scenario. [9], [10] proposed minimax probability machine (MPM) to find the discriminant that can maximize the probability of correct classification in the worst-case setting. On the other hand, by explicitly incorporating a model of data uncertainty in a classification problem, [11] also developed a robust Fisher LDA model which can be carried out using convex optimization.

In this paper, we firstly analyzed the optimal discriminant design based on the criterion of minimizing total misclassification rate, assuming that the projected samples follow Laplacian distribution³. After that, we presented a novel robust LDA method and also illustrated its connections to Fisher LDA and MPM from the PP perspective.

The rest of this paper is organized as follows. In section II, we briefly reviewed related works on LDA and its robustification. In section III, we proposed a novel robust LDA method and discussed the corresponding optimization problem. Following that, we illustrated the connections between our method with Fisher LDA and MPM. Section IV presented experimental comparison between our method, standard LDA and MPM, using 6 real world benchmark dataset from UCI repository. This paper is concluded in section V.

II. BACKGROUNDS

Before discussing our method, we gave a short review on some related backgrounds. Throughout this paper, we only consider samples coming from two pre-specified classes (or populations).

II-A. Fisher LDA for binary classification

Fisher LDA finds a linear discriminant that yields optimal discrimination between two classes [1]. Suppose a dataset $\mathcal{X}$ is given for which each sample $x \in \mathbb{R}^D$ either $x \in C_1$ or $x \in C_2$, where $C_i (i = 1, 2)$ denotes a class. Then for a linear discriminant characterized by $w \in \mathbb{R}^n$, the degree of discrimination is measured by the Fisher discriminant ratio:

$$J(w) = \frac{w^T(\mu_2 - \mu_1)(\mu_2 - \mu_1)^Tw}{w^T(\Sigma_1 + \Sigma_2)w}$$

$$= \frac{(w^T\mu_2 - w^T\mu_1)^2}{w^T(\Sigma_1 + \Sigma_2)w}$$

(1)

where $\mu_1$ and $\Sigma_1$ ($\mu_2$ and $\Sigma_2$) denote the mean and covariance matrix of classes $C_1$ and $C_2$.

A discriminant that maximizes (1) is thus given by:

$$w = (\Sigma_1 + \Sigma_2)^{-1}(\mu_1 + \mu_2)$$

(2)

Having found a discriminant $w$, the linear discriminant procedure for any new $x$ is as follows:

a) classify $x$ into $C_1$ if $w^Tx \geq \gamma$

³The reasons behind the choice of Laplacian is elaborated in III-A
b) classify \( x \) into \( C_2 \) if \( w^T x < \gamma \)
where \( \gamma \) is an estimated cutoff point (for Fisher LDA, it is the midpoint of two means). In practice, \( \mu_1, \mu_2, \Sigma_1 \) and \( \Sigma_2 \) are unknown and estimated from given samples. Thus Fisher LDA is highly vulnerable to problem data or small data size.

II-B. Robust LDA with Projection-pursuit (PP) approaches

The pioneering works on multivariate statistics using PP approaches was initiated in [7], [8]. The most promising advantage of PP approaches lies in their capability to overcome the so called “curse of dimensionality” [12]. In general, PP techniques search for low-dimensional projections of higher-dimensional data where the projection index (PI) is maximized [3], [7].

Recalling the problem of robust LDA, one representative PI was proposed in [13]:

\[
I_1(w) = \frac{|L(w^T X_1) - L(w^T X_2)|}{S(w^T X_1, w^T X_2)}
\]

where \( L(\cdot) \) denotes location estimator, \( S(\cdot) \) is a dispersion (or scale) estimator, and \( X_1 = \{x_n, n \in C_1 \} \) \( X_2 = \{x_n, n \in C_2 \} \) contains all the training samples in class \( C_1 \) (\( C_2 \)).

Another well-known PI is the squared standardized distance between the projected observations of the two classes (i.e., in the Fisher sense):

\[
I_2(w) = \frac{(L(w^T X_1) - L(w^T X_2))^2}{\theta S^2(w^T X_1) + (1 - \theta) S^2(w^T X_2)}
\]

where \( L(\cdot) \) and \( S(\cdot) \) have the same meaning as in (3), \( \theta \) is the prior probability of one class.

In fact, \( L(\cdot) \) and \( S(\cdot) \) can have different pairs of choices. It is not difficult to find that when \( L(\cdot) \) and \( S(\cdot) \) are sample mean and sample standard deviation, Fisher’s solution is obtained in (4). Review works on performance comparison of different pairs of \( L(\cdot) \) and \( S(\cdot) \) are available in [14], [13].

II-C. Minimax probability machine (MPM)

MPM [9], [10] is the workhorse of robust LDA considering worst-case scenarios. Under MPM framework, for all possible choices of class-conditional densities with given mean and covariance matrix, the worst-case (maximum) misclassification rate of future data is minimized. This can be formulated as:

\[
\max_{\alpha, w \neq 0, \gamma} \alpha
\]

\[
s.t. \inf_{x \sim (\mu_1, \Sigma_1)} P(w^T x \geq \gamma) \geq \alpha
\]

\[
s.t. \inf_{x \sim (\mu_2, \Sigma_2)} P(w^T x \leq \gamma) \geq \alpha
\]

Following the results in [15], it can be proved that the optimization problem (5) is equivalent to:

\[
\min_w \sqrt{w^T \Sigma_1 w} + \sqrt{w^T \Sigma_2 w}
\]

\[
s.t. w^T (\mu_1 - \mu_2) = 1
\]

The optimization problem (6) is a convex optimization problem, more precisely a second order cone programm [16].

III. ROBUST LINEAR DISCRIMINANT ANALYSIS

In this section, we elaborated the reasons behind the choice of Laplacian distribution. After that, a novel robust LDA using Laplacian assumption is presented.

III-A. Why Laplacian

The main reasons for the selection of Laplacian distribution are threefold: 1) Regarding distribution of linear projection \( \mathbb{R}^D \to \mathbb{R}^d (d < D) \), [17] pointed out the projected distribution is close to a single Gaussian under suitable conditions when \( d = 1 \). This conclusion was later questioned by [18], which mathematically validated the fact that almost all linear projections look like a scale-mixture of spherical Gaussians (this reduces to scale-mixture of Gaussians for \( d = 1 \)), if the coefficient of eccentricity is small; 2) It is not difficult to prove that the standard exponential power of family is a subset of the classes of scale-mixture of Gaussians (see [19], [20]); and 3) Within the exponential power of family, Laplacian distribution has the simplest formulation and the definite integral of Laplacian distribution has explicit expression on its parameters [21], which makes it computationally tractable.

III-B. Optimal LDA for Laplacian projected data

Suppose projected samples \( y = w^T x \) that come from two Laplacian distributions are characterized by parameters \((\theta_1, \phi_1)\) and \((\theta_2, \phi_2)\) (see Fig. 1):

\[
f_1(y|\theta_1, \phi_1) = \frac{1}{2\phi_1} \exp\left(-\frac{|y - \theta_1|}{\phi_1}\right)
\]

\[
f_2(y|\theta_2, \phi_2) = \frac{1}{2\phi_2} \exp\left(-\frac{|y - \theta_2|}{\phi_2}\right)
\]

where \( \theta \in (-\infty, +\infty) \) and \( \phi > 0 \) are location and scale parameters, respectively. Then the optimal cutoff point \( \gamma_* \) satisfies:

\[
f_1(\gamma_*|\theta_1, \phi_1) = f_2(\gamma_*|\theta_2, \phi_2)
\]

Assuming \( \theta_2 > \theta_1 \), with straightforward simplification, \( \gamma_* \) is given by:

\[
\gamma_* = \frac{\phi_1 \phi_2 \ln(\phi_2/\phi_1) + \phi_2 \theta_1 + \phi_1 \theta_2}{\phi_1 + \phi_2}
\]
III-C. Approximation and solution to robust LDA

The misclassification probability $P$ can be represented as:

$$P = \frac{1}{2} \left( \int_{-\infty}^{+\infty} f_1(y)dy + \int_{-\infty}^{+\infty} f_2(y)dy \right)$$

$$= \frac{1}{2} \left[ \frac{1}{\phi_1} \exp \left( \frac{\theta_1 - \gamma_2}{\phi_1} \right) + \frac{1}{\phi_2} \exp \left( \frac{\gamma_2 - \theta_2}{\phi_2} \right) \right].$$  \hspace{1cm} (11)

Combining (10) and (11), we have:

$$P = \frac{1}{4} \left[ \left( (\phi_1/\phi_2) \frac{\phi_2}{\phi_1 + \phi_2} + (\phi_2/\phi_1) \frac{\phi_1}{\phi_1 + \phi_2} \right) \exp \left( \frac{\theta_1 - \theta_2}{\phi_1 + \phi_2} \right) \right]. \hspace{1cm} (12)

Since the maximum likelihood (ML) estimator $\hat{\theta}_k (k = 1, 2)$ to $\theta_k$ is sample median (Med) and the ML estimator $\hat{\phi}_k (k = 1, 2)$ to $\phi_k$ is mean absolute deviation (MAD) [22]:

$$\hat{\phi}_k = \frac{1}{N_k} \sum_{n \in C_k} |w^T x_n - \hat{\theta}_k|, k = 1, 2, \hspace{1cm} (13)$$

and

$$\hat{\theta}_k = Med(w^T x_n, n \in C_k), k = 1, 2. \hspace{1cm} \text{(14)}$$

The optimal discriminant criterion can be formulated directly:

$$\min_w \left( (\phi_1/\phi_2) \frac{\hat{\phi}_2}{\phi_1 + \phi_2} + (\phi_2/\phi_1) \frac{\hat{\phi}_1}{\phi_1 + \phi_2} \right) \exp \left( \frac{\hat{\theta}_1 - \hat{\theta}_2}{\phi_1 + \phi_2} \right) \text{ s.t.} \hat{\theta}_k = Med(w^T x_n, n \in C_k), k = 1, 2. \hspace{1cm} \text{(15)}$$

As can be seen, the estimation of sample mean and sample standard deviation in Fisher LDA is substituted with sample median and MAD in (14). Compared with sample mean and standard deviation, the sample Med and MAD are relatively less sensitive to tail behavior of error distributions or outliers [23], [24], which immediately brings the benefits of robustness. Unfortunately, the objective (14) is difficult to solve. In the next section, we show that (14) can be approximated with a linear programming problem.

III-D. Relations to Fisher LDA and MPM

Fisher LDA involves solving the following problem:

$$\max_w J_{Fisher}(w) = \frac{|w^T \mu_2 - w^T \mu_1|}{\sqrt{w^T \Sigma_1 w + w^T \Sigma_2 w}} \hspace{1cm} (19)$$

On the other hand, the discriminants of MPM and our proposed robust LDA are obtained by solving (20) and (21):

$$\max_w J_{MPM}(w) = \frac{|w^T \mu_2 - w^T \mu_1|}{\sqrt{w^T \Sigma_1 w + w^T \Sigma_2 w}} \hspace{1cm} (20)$$

As can be seen, both MPM and our method share a common PI of the following form:

$$\mathcal{I}_0(w) = |L(w^T X_1) - L(w^T X_2)|$$

$$\mathcal{I}_1(w) = \frac{|L(w^T X_1) - L(w^T X_2)|}{S(w^T X_1) + S(w^T X_2)} \hspace{1cm} (22)$$

where $L(\cdot)$ and $S(\cdot)$ denote location estimator and dispersion estimator respectively, as in (3) and (4). On the other hand, the PI of Fisher LDA can be represented as:

$$\mathcal{I}_2(w) = \frac{|L(w^T X_1) - L(w^T X_2)|}{\sqrt{S^2(w^T X_1) + S^2(w^T X_2)}} \hspace{1cm} (23)$$

Generally, Fisher LDA, MPM and our discriminant all involve seeking an optimal $w$, with which we can have a good separation between the two projected sets $w^T X_1$ and $w^T X_2$. However, the objective (16) with respect to $w$ is not differentiable, which makes it still difficult to be solved. To tackle this, we further approximate $\hat{\theta}_k$ with $w^T Med(x_n, n \in C_k) = w^T m_k (k = 1, 2)$, where the $i$-th element of $m_k$ is the median of $\{x_{ni}, n \in C_k\}$ and $x_{ni}$ is the $i$-th element of $x_n$. Finally the optimization problem (16) goes down to:

$$\max_w \frac{1}{N_1} \sum_{n \in C_1} |w^T x_n - w^T m_1| + \frac{1}{N_2} \sum_{n \in C_2} |w^T x_n - w^T m_2| \hspace{1cm} (12)$$

which is equivalent to:

$$\min_w \frac{1}{N_1} \sum_{n \in C_1} |w^T x_n - w^T m_1| + \frac{1}{N_2} \sum_{n \in C_2} |w^T x_n - w^T m_2| \hspace{1cm} (17)$$

s.t. $w^T (m_1 - m_2) = 1$

Obviously, (17) can be formulated as a linear programming problem [16]:

$$\min_w \frac{1}{N_1} \sum_{n \in C_1} s_n + \frac{1}{N_2} \sum_{n \in C_2} s_n \hspace{1cm} (18)$$

s.t. $w^T (m_1 - m_2) = 1$

$$w^T (x_n - m_1) \leq s_n, n \in C_1$$

$$-w^T (x_n - m_1) \leq s_n, n \in C_1$$

$$w^T (x_n - m_2) \leq s_n, n \in C_2$$

$$-w^T (x_n - m_2) \leq s_n, n \in C_2$$
with small dispersions, yet the selected local and dispersion estimators are different for our method and MPM, and the way in which the sample mean and sample variance are combined is also different for MPM and Fisher LDA.

### IV. EXPERIMENTS

In this section, we evaluate and compare the performance of our proposed robust LDA with a Laplacian assumption (RLDA-L, for short) with two benchmark methods, i.e., LDA and MPM. To this end, 6 benchmark binary classification dataset from UCI repository, i.e., Ionosphere, Magic, Pima, Skin, Vertebral and Wholesale, are selected. Each set is randomly partitioned into 90% training and 10% testing as conducted in [9], [10], [25] (except for Magic and Skin, where only 100 samples from each class are used for training). Ensemble average results over 50 random partitions are reported in Table I. It is well known that a larger training set typically provides better testing performance. Denote \( \alpha \) the size of training set, as a fraction of the total number of samples (for example, \( \alpha = 0.3 \) means that each dataset is randomly partitioned into 30% training and 70% testing). To test the robustness (or coherence), we repeat the same experimental procedure for each set, except that only 10% data is used for training. The corresponding results are listed in Table II. As can be seen, the performance of RLDA-L and MPM is consistently better than LDA. This phenomena confirmed the widely existence of non-Gaussian projections in real world as well as the feasibility of our projection assumption. Furthermore, it is interesting to find that the MPM can achieve extremely good results (even 100%) given enough training samples. However, The advantages of MPM does not exist as the training set become smaller.

To further verify this, we change the value of \( \alpha \) within a reasonable range as conducted in [11], and test the performance of all the methods on Ionosphere, Pima and Wholesale. Fig.2 summarizes the classification results. For each of the tested methods, and for each value of \( \alpha \), we plot the average classification accuracy as well as the standard errors of mean. As can be expected, apart from sensitivity to small training data size, another drawback for MPM lies in its large variance. Compared with MPM, the performance of RLDA-L is much more stable.

### V. CONCLUSIONS AND FUTURE WORKS

We present a novel robust LDA method assuming Laplacian distributions for projected samples. Under this assumption, the optimal discriminant is investigated. In addition, we show that the proposed method can be carried out using linear programming, making implementation very convenient. Experiments validate the effectiveness of our method compared with other benchmarks. Besides, the proposed method has several interesting implications and extensions: a) unlike majority of previous works using prior knowledge on class-conditional distribution (e.g. [26]), we demonstrate the feasibility of making assumptions on projection distribution; b) it is particularly interesting to find that our method share the same projection index with MPM, given that the two methods are derived from different theoretical perspectives; c) the proposed method can be easily extended for feature selection with \( \ell_1 \) penalty\(^2\).

\(^2\)This can be done by adding \( \ell_1 \) penalty on \( w \) in (18). Again, the new objective can be formulated as a linear programming problem. According to our experimental results (not shown in the paper), the performance of feature selection is satisfactory.
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